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Abstract

In this paper, we address the clock synchronization problem for wireless sensor networks. In particular, we consider a wireless sensor network where nodes are equipped with a local clock and communicate in order to achieve a common sense of time. The proposed approach consists of two asynchronous consensus algorithms, the first of which synchronizes the clocks frequency and the second of which synchronizes the clocks offset. This work advances the state of the art by providing robustness against bounded communication delays. A theoretical characterization of the algorithm properties is provided. Simulations and experimental results are presented to corroborate the theoretical findings and show the effectiveness of the proposed algorithm.
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1 Introduction

A Wireless Sensor Network (WSN) consists of a collection of nodes deployed within an environment to perform a given task. Each node is typically equipped with a radio transceiver, a micro-controller and a set of sensors. Nodes collaborate in order to reach a common goal. WSNs are at the forefront of emerging technologies due to the recent advances in Microelectromechanical Systems (MEMSs). The inherent multidisciplinary nature of WSNs has attracted scientists coming from different research areas from networking to robotics. Their application ranges from surveillance and coverage [1,2], structural health monitoring [3,4], and industrial process control [5,6] to emergency response [7,8] and mobile target tracking [9,10]. Most of these applications require basic services such as self-localization [11,12], time synchronization [13,14], and topology control [15,16]. However, the distributed nature and the limited hardware capabilities of WSNs make the development of these applications and related services particularly challenging.

In this work, we advance the state of the art by providing a solution to the clock synchronization problem in the presence of bounded communication delays. Inspired by the Average TimeSynch Protocol introduced in [14], we propose a novel synchronization protocol, denoted as Robust Average TimeSynch (RoATS), to adjust both the nodes’ clock frequency and clock offset in a robust way with respect to bounded communication delays. A preliminary version of the RoATS was presented in [17]. This paper considerably improves that preliminary results in several directions. In particular, the drift and offset compensation are now considered as two independent and asynchronous processes. As a result, the convergence analysis has been revised and more meaningful theoretical bounds have been obtained. Finally, experiments have been carried out to corroborate the theoretical finding in a real-world environment.

* This work was partially supported by the Italian grant FIRB “Futuro in Ricerca”, project NECTAR, code RBFR08QWUV, funded by the Italian Ministry of Research and Education (MIUR) and by the Italian Ministry of Economic Development by means of the RIDITT: “Italian Network for Innovation and Technology Transfer to Enterprises”, under the project “DI.TR.IM.MIS”.
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2 Related Work

Clock synchronization is an important problem in the context of distributed systems. This problem has become particularly relevant with the introduction of the Internet, as large networks of connected computers became more and more common. In this context, the most famous protocol is the Network Time Protocol (NTP) introduced in [18]. NTP was designed for large-scale networks with a rather static topology (such as the Internet). Nodes are externally synchronized to a global reference time that is injected into the network at many places via a set of master nodes. Master nodes are synchronized out of band, for example via GPS, and diffuse the notion of time to the other nodes by following a hierarchical scheme. Major limitations concerning the application of NTP to WSNs are the highly dynamic nature of the network topology, the limited bandwidth, and the necessity of a completely decentralized architecture to ensure robustness and flexibility. In the past years, several algorithms have been designed to deal specifically with the typical WSNs requirements, such as low energy consumption, bandwidth constraints and long-term operation. Several surveys concerning the clock synchronization problem in WSNs can be found in the literature. Among the others, it is worth mentioning [19], where a comparison of different synchronization protocols is carried out on the basis of a palette of performance indexes, e.g., precision, accuracy, cost, and complexity. A more recent survey can be found in [20], where the latest advances in the field of clock synchronization of WSNs are reported from a signal processing perspective. Apart from the seminal approaches such as the Reference-Broadcast Synchronization (RBS) [21] and the Timing-sync Protocol for Sensor Networks (TPSN) [22], relatively few protocols taking into account noisy measurements and delays have been proposed. In [23], the authors introduce a protocol to synchronize a network of controlled discrete-time double integrators which are nonidentical, with unknown model parameters and subject to additive measurement and process noise. In [24], by assuming the dynamic nature of the network to be modeled as a Markov chain, the authors propose a distributed algorithm for the estimation of scalar parameters from noisy relative measurements. In particular, they prove the estimates to be mean square convergence under fairly weak assumptions. In [25], the joint Maximum-Likelihood Estimation (MLE) of clock offset and skew is introduced assuming an exponential delay model. In [26], the authors derive three clock-synchronization algorithms for WSNs under unknown delays. In [27], a clock synchronization algorithm, called the Iterative Gaussian mixture Kalman particle filter (IGMKPF) is introduced. Briefly, this combines the Gaussian mixture Kalman particle filter (GMKPF) with an iterative noise density estimation procedure to achieve robust performance in the presence of unknown network delay distributions.

Recently, the design of completely decentralized synchronization algorithms based on the consensus approach has gained momentum. Along this line, in [28] an algorithm based on a PI-like consensus protocol has been introduced, where the proportional (P) part compensates the different clock frequencies while the integral part (I) eliminates the different clock offsets. In [14], a distributed clock synchronization protocol, referred to as Average TimeSync (ATS), has been introduced. This protocol, which will be detailed in Section 4, is based on the cascade of two consensus algorithms aiming at synchronizing the clock drift and offset, respectively. In [29], a consensus-based protocol aiming at reducing the clock error between geographically closely located nodes has been proposed. In [13], the clock synchronization problem for event-driven measurement applications is addressed. In particular, the authors propose a consensus-based protocol which allows to achieve high accuracy in the area where an event is detected and ensure long network lifetime.

3 Problem Statement

Consider a wireless sensor network composed of $N$ nodes and assume that the network topology is described by means of an undirected connected graph $G = (V, E)$, where $V = \{1, \ldots, N\}$ is the set of vertices representing the sensor nodes and $E = (i, j)$ is the set of edges describing the point-to-point channel availability. Namely, an edge $(i, j)$ exists if node $i$ can transmit a packet to node $j$. Note that, since the network topology is assumed undirected the existence of an edge $(i, j)$ implies the existence of the edge $(j, i)$. Communication between pairs of nodes is assumed to be asynchronous.

Each node $i$ is equipped with a local hardware clock $\tau_i$ defined as:

$$\tau_i(t) = \alpha_i t + \beta_i, \quad (1)$$

where $\alpha_i \in [\alpha_{\min}, \alpha_{\max}]$ is the local clock frequency and $\beta_i$ is the local clock offset. Coefficients $(\alpha_i, \beta_i)$ may differ for each node due to construction imperfections and different operational conditions, e.g., different temperatures for the quartz oscillators. Thus, in absence of corrections, the notion of time among the nodes may quickly diverge. To address this issue, each node is provided with a tunable software clock $\hat{\tau}_i(t)$ defined as:

$$\hat{\tau}_i(t) = \hat{\alpha}_i(t) \tau_i(t) + \hat{\beta}_i(t), \quad (2)$$
where $\hat{\alpha}_i(t)$ and $\hat{o}_i(t)$ are scalar parameters that can be used to adjust the $i$-th clock frequency and offset, respectively.

The objective of the synchronization problem is to adjust these parameters to eventually achieve a common sense of time in the software clock of the nodes, that is:

$$\lim_{t \to \infty} [\hat{\tau}_i(t) - \hat{\tau}_j(t)] = 0, \quad \forall i, j \in V. \quad (3)$$

Clearly, perfect synchronization is achievable only in the ideal case of instantaneous transmission. Differently, in a more realistic scenario where (random) bounded transmission delays may occur, the synchronization objective is to ensure that the difference between the nodes’ clock remains bounded.

4 The ATS Protocol

In this section, for the reader’s convenience and for the sake of comparison, the main aspects of the ATS protocol proposed in [14] are briefly reviewed. In the ATS, for each update $k$ only one directed arc $e_k = (j, i)$ of $G$ is involved. This implies that a single packet from node $j$ to node $i$ is sent. This packet contains the tuple $(id_j, \hat{\alpha}_j, \hat{o}_j, \tau_j)$, where $id_j$ is the ID of the $j$-th node, $\hat{\alpha}_j = \hat{\alpha}_j(k-1) = \hat{\alpha}_j(t_k)$ and $\hat{o}_j = \hat{o}_j(k-1) = \hat{o}_j(t_k)$ are the parameters of its local software clock at time $t_k$, and $\tau_j = \tau_j(t_k)$ is the hardware timestamp of the packet, i.e. the value of the hardware clock of node $j$ at the moment the message is sent. Upon packet reception, node $i$ performs a timestamp of its hardware local clock in a variable $\tau_{ij} = \tau_i(t_k)$. We reiterate that in this context packet transmission is assumed to be ideal and thus no delay occurs.

At this point node $i$ executes the local synchronization procedure consisting of three steps:

1 Drift estimation: The $i$-th node computes the $k$-th drift estimate $\alpha_{ij}(k) = \alpha_{ij} / \alpha_i$ comparing $\tau_i$ and $\tau_j$ in two different time instances and evaluating the relative slopes. This requires that node $i$ stores two variables $\tau_j(t_{k'})$, $\tau_{ij}(t_{k'})$ for each neighbor $j$, with $t_{k'}$ the last time this exchange occurred. It follows that:

$$\alpha_{ij}(k) = \frac{\tau_j(t_k) - \tau_j(t_{k'})}{\tau_i(t_k) - \tau_{ij}(t_{k'})}. \quad (4)$$

2 Drift compensation: $\hat{\alpha}_i$ is updated by using the drift estimate $\alpha_{ij}(t_k)$ as follows:

$$\hat{\alpha}_i(k) = \rho_\alpha \hat{\alpha}_i(k-1) + [1 - \rho_\alpha] \alpha_{ij}(k) \hat{\alpha}_i(k-1), \quad (5)$$

where $\rho_\alpha \in (0, 1)$ is a design parameter.

3 Offset compensation: $\hat{o}_i$ is updated as follows:

$$\hat{o}_i(k) = \hat{o}_i(k-1) + [1 - \rho_o][\hat{\tau}_j(t_k) - \hat{\tau}_i(t_k)] \quad (6)$$

where $\rho_o \in (0, 1)$ is a design parameter.

The correction parameters are usually initialized as $\hat{\alpha}_i = 1$, $\hat{o}_i = 0$, with $i = 1, ..., N$. The following convergence result was proven in [14].

Theorem 1 Consider a WSN running the ATS protocol. Assume $\alpha_i$ and $\beta_i$ are constant $\forall i \in V$, the difference between two consecutive update times is bounded, i.e., $t_{k+1} - t_k \leq \Delta t_{\text{max}}$, and there is no transmission delay. Then if there exists an integer $\Delta k$ such that for any integer $k > 0$ the graph $G(k, \Delta k) = (V, \{e_{k}, e_{k+1}, ..., e_{k+\Delta k}\})$ is strongly connected, all the software clocks will eventually synchronize:

$$\lim_{t \to \infty} [\hat{\tau}_i(t) - \hat{\tau}_j(t)] = 0, \forall i, j \in V, \quad (7)$$

exponentially fast.

Remark 1 As pointed out in [14] a low pass filter can be introduced to reduce the sensitivity of $\alpha_{ij}$:

$$\alpha_{ij}(k) = [1 - \rho_1] \alpha_{ij}(k-1) + \rho_1 \frac{\tau_j(t_k) - \tau_j(t_{k'})}{\tau_i(t_k) - \tau_{ij}(t_{k'})} \quad (8)$$

where $\rho_1 \in (0, 1)$ is a design parameter. Low values of $\rho_1$ are particularly useful to cope with high communication frequencies. The use of this low pass filter does not affect the theoretical properties of the algorithm.

Note that Theorem 1 holds under the assumption that an ideal communication channel is available, i.e., no transmission delays occur. As theoretically shown in Section 6.2 and experimentally demonstrated in Section 9.3, undesired behaviors may be experienced in a more realistic scenario where transmission delays occur, even if they are arbitrarily small. This paper addresses this issue by introducing a novel robust synchronization algorithm.

5 Robust ATS Algorithm - General Description

The Robust ATS (RoATS) proposed in this paper consists of two concurrent asynchronous algorithms:

1) A drift compensation protocol concerning parameters $\hat{\alpha}_i$, $i = 1, ..., N$;

2) An offsets compensation protocol concerning parameters $\hat{o}_i$, $i = 1, ..., N$.

A detailed description of these two protocols is given in the sequel.
6 Drift Compensation Protocol

At each update $k$ of the drift compensation, an arc $e_k = (i, j)$ is selected. The two nodes involved in the update will:

1) send a first packet to the other node, receive the packet sent by the other, and compute their own drift estimate;
2) send a second packet to the other node to communicate the drift estimate, receive the packet sent by the other node, and perform a symmetric drift compensation;
3) compensate the effect of the drift change on the offset.

The main difference compared to the ATS algorithm is that the drift compensation is not carried out independently by each node. Instead, a further round of communication is introduced to achieve robustness against communication delays. Intuitively, this allows to recover an invariance property with respect to the parameters update as in the ideal case. A detailed description of these three steps is given hereafter.

6.1 Drift Estimation

In order to perform the $k$-th update, nodes $i$ and $j$ send each other a packet at time $t_k^i$ and $t_k^j$, respectively. For the sake of simplicity, let us focus on the actions performed by node $i$, as the same applies to agent $j$. The packet received by node $i$ contains the tuple $(i_{d_i}, \hat{\alpha}_j, \tau_j)$ where $i_{d_i}$ is the ID of the $j$-th node, $\hat{\alpha}_j = \hat{\alpha}_j(t_k^j)$ is the drift parameter of its local software clock at time $t_k^j$, and $\tau_j = \tau_j(t_k^j)$ is the hardware timestamp of the packet performed by agent $j$. Upon packet reception, node $i$ immediately stores the current value of its hardware local clock in a variable $\tau_{ij}(t_k^j) = \tau_j(t_k^j + \delta_k^j)$, where $\delta_k^j$ denotes the actual (unknown) bounded transmission delay.

As for the ATS algorithm, the information contained in the previous exchange of messages between nodes $i$ and $j$ is required to estimate the drift. Denote with $k'$ the update when this exchange occurred. The following information about node $j$ is then available to node $i$:

$$< \tau_j(t_k^j), \tau_{ij}(t_k^j), \tau_j(t_k^j), \tau_{ij}(t_k^j), \hat{\alpha}_j(t_k^j) > , \quad (9)$$

where:

$$\tau_j(t_k^j) = \alpha_j t_k^j + \beta_j$$
$$\tau_{ij}(t_k^j) = \tau_j(t_k^j + \delta_k^j) = \alpha_i t_k^j + \alpha_i \delta_k^j + \beta_i$$
$$\tau_j(t_k^j) = \alpha_j t_k^j + \beta_j$$
$$\tau_{ij}(t_k^j) = \tau_i(t_k^j + \delta_k^j) = \alpha_i t_k^j + \alpha_i \delta_k^j + \beta_i \quad (10)$$

Node $i$ then compute the (noisy) drift estimate as follows:

$$\alpha_{ij}(k) = \frac{\tau_j(t_k^j) - \tau_j(t_k^j)}{\tau_j(t_k^j) - \tau_{ij}(t_k^j)} = \frac{\alpha_j [t_k^j - t_k^j]}{\alpha_i [t_k^j - t_k^j] + \alpha_i [\delta_k^j - \delta_k^j]} = \frac{\alpha_j}{\alpha_i} \Delta_{ij}(k) \quad (11)$$

where $\Delta_{ij}(k)$ is the unknown multiplicative delay factor defined as:

$$\Delta_{ij}(k) = \frac{1}{1 + \frac{\delta_k^j - \delta_k^j}{(t_k^j - t_k^j)}} . \quad (12)$$

Under the following realistic and reasonable assumptions:

- **Assumption 1**: The interval between the transmission of two consecutive packets for a couple of nodes is lower and upper bounded:

$$\Delta_{\min} \leq t_k^i - t_k^j \leq \Delta_{\max} ,$$

for any update $k$ involving node $i$;

- **Assumption 2**: There exists an upper bound $\delta_{\max}$ on the maximum delay for the reception of a packet:

$$0 \leq \delta_k^j \leq \delta_{\max} \quad \forall k \geq 0 ;$$

the following bounds can be derived for the multiplicative delay factor $\Delta_{ij}(k)$:

$$\Delta_{\min} = \frac{1}{1 + \frac{\delta_{\max}}{\Delta_{\min}}} \leq \Delta_{ij}(k) \leq \frac{1}{1 - \frac{\delta_{\max}}{\Delta_{\min}}} = \Delta_{\max} \quad (13)$$

6.2 Drift Compensation

Consider the update of the standard ATS algorithm (5). In the presence of delays, it becomes:

$$\hat{\alpha}_i(k) = \hat{\alpha}_i(k - 1) + \frac{1}{1 - \rho_i} \left[ \alpha_{ij}(k) \hat{\alpha}_j(k - 1) - \hat{\alpha}_i(k - 1) \right]$$
$$= \hat{\alpha}_i(k - 1) + \frac{1}{1 - \rho_i} \left[ \alpha_i \Delta_{ij}(k) \hat{\alpha}_j(k - 1) - \hat{\alpha}_i(k - 1) \right] \quad (14)$$

We point out that the parameters $\hat{\alpha}_i, \ i = 1, \ldots, N$ computed according to (14) may diverge for some realizations of the delay. Intuitively, this can be explained by the lack of symmetry in the pairwise update carried out by a pair of nodes $i$ and $j$ at each update $k$. To better understand this point, let us consider a simple WSN consisting only of two nodes. In particular, assume that
node 1 updates at each odd $k$ and node 2 updates at each even $k$.

Therefore, for an odd $k$ the update becomes:
\[ \hat{\alpha}_1(k) = \hat{\alpha}_1(k-1) + [1 - \rho_v] [\hat{\alpha}_1(k) - \hat{\alpha}_1(k-1)] \]
\[ \hat{\alpha}_2(k) = \hat{\alpha}_2(k-1) \]  
and for an even $k$ it becomes:
\[ \hat{\alpha}_1(k) = \hat{\alpha}_1(k-1) + [1 - \rho_v] [\hat{\alpha}_2(k) - \hat{\alpha}_1(k-1)] \]
\[ \hat{\alpha}_2(k) = \hat{\alpha}_2(k-1) + [1 - \rho_v] [\hat{\alpha}_1(k) - \hat{\alpha}_2(k-1)] \]  
(15)

Let assume that the following realization of the delay occurs:
\[ \Delta_{ij}(k) = \Delta_{ji}(k) = \frac{1}{1 - \epsilon} \]  
(17)
with an arbitrarily small scalar $\epsilon > 0$. Then, by using
the coordinates transformation $\hat{\alpha}_i = \alpha_i, i \in \{1, 2\}$
and assuming $\rho_v = 0.5$, the parameters evolution can be written as:
\[ \begin{bmatrix} \hat{\alpha}_1(2k+2) \\ \hat{\alpha}_2(2k+2) \end{bmatrix} = \frac{1}{2} \begin{bmatrix} 1 & 1-\epsilon \\ 1 & \epsilon \end{bmatrix} \begin{bmatrix} \hat{\alpha}_1(2k) \\ \hat{\alpha}_2(2k) \end{bmatrix} \]  
(18)

The eigenvalues of the dynamical matrix in (18) are:
\[ \lambda_1 = 0.5 - 0.5 \frac{1}{1 - \epsilon} \text{ and } \lambda_2 = 0.5 + 0.5 \frac{1}{1 - \epsilon} \]  
(19)
the second of which makes the system unstable for any arbitrarily small scalar $\epsilon > 0$. This example shows that the ATS update rule proposed in [14] may experience problems if communication delays occur. Interestingly, this example is valuable also to understand where the problem lies. In this regard, consider the evolution of the sum and of the difference between the two parameters, namely $\hat{\alpha}_s = \hat{\alpha}_1 + \hat{\alpha}_2$ and $\hat{\alpha}_d = \hat{\alpha}_1 - \hat{\alpha}_2$. We have:
\[ \begin{bmatrix} \hat{\alpha}_s(2k+2) \\ \hat{\alpha}_d(2k+2) \end{bmatrix} = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix} \begin{bmatrix} \hat{\alpha}_s(k) \\ \hat{\alpha}_d(k) \end{bmatrix} \]  
(20)

From (20), it follows that, while the difference goes to zero, the sum keeps growing over time. This implies that the two variables reach the same value while growing over time. This clearly makes no sense in the context of the clock synchronization problem. Please note that with a different realization of the delays, e.g., $\Delta_{ij}(k) = \Delta_{ji}(k) = 1/(1 + \epsilon)$, it is possible to have $\lambda_2 < 1$ which is even worse, as in that case both $\hat{\alpha}_1$ and $\hat{\alpha}_2$ converge to zero, meaning the two software clocks stop. We point out that, in absence of delays everything works as the sum of the terms is invariant. This implies that $\epsilon = 0$ and thus the eigenvalue $\lambda_2 = 1$. Thus the two $\hat{\alpha}_i$ converge to the same bounded nonzero value. Based on this observation, the main idea of the RoATS is to recover this invariance property even in the presence of (random) bounded delays. In other words, the RoATS algorithm is built so as to ensure the fundamental properties at the basis of the consensus between two nodes, that are:

1) the two nodes variables must move one towards the other, which guarantees convergence;
2) the updates must be equal in magnitude and opposite in direction, which guarantees invariance.

To do so, the proposed update rule requires an additional communication round between each pair of nodes $i$ and $j$ in order to exchange the drift estimates $\alpha_{ij}(k)$ and $\alpha_{ji}(k)$. Indeed, by means of this information and of the bounds $\Delta_{\text{min}}$ and $\Delta_{\text{max}}$, each node can locally infer the following inclusions:
\[ \frac{\alpha_{ij}(k)}{\Delta_{\text{max}}} \geq \frac{\alpha_{ji}(k)}{\Delta_{\text{min}}} \text{ and } \frac{\Delta_{\text{min}}}{\alpha_{ji}(k)} \geq \frac{\alpha_{ij}(k)}{\alpha_i} \leq \frac{\Delta_{\text{max}}}{\alpha_{ij}(k)} \]  
(21)
from which it follows:
\[ \eta_{ij}(k) \leq \frac{\alpha_{ij}(k)}{\alpha_i} \leq \tilde{\eta}_{ij}(k), \]  
(22)
where:
\[ \eta_{ij}(k) = \max \left\{ \frac{\alpha_{ij}(k)}{\Delta_{\text{max}}}, \frac{\Delta_{\text{min}}}{\alpha_{ji}(k)} \right\}, \]  
(23)
\[ \tilde{\eta}_{ij}(k) = \min \left\{ \frac{\alpha_{ij}(k)}{\Delta_{\text{min}}}, \frac{\Delta_{\text{max}}}{\alpha_{ji}(k)} \right\}. \]

At this point, each node can locally compute:

I) $\mu(k)$, which is the update direction of $\hat{\alpha}(k)$ and is defined as:
\[ \mu(k) = \frac{1}{2} \text{sign} \left( \eta_{ij}(k) \hat{\alpha}_j(k-1) - \hat{\alpha}_i(k-1) \right) \]
\[ + \frac{1}{2} \text{sign} \left( \tilde{\eta}_{ij}(k) \hat{\alpha}_j(k-1) - \hat{\alpha}_i(k-1) \right). \]  
(24)
Note that, by construction $\mu(k) = 0$ in the case the two sign functions are opposite, which happens when a safe update direction cannot be decided.

II) $\Gamma_{\alpha}(k)$, which is the magnitude of the correction and is defined as:
\[ \Gamma_{\alpha}(k) = \min \left\{ \left| \eta_{ij}(k) \hat{\alpha}_j(k-1) - \hat{\alpha}_i(k-1) \right|, \right. \]
\[ \left. \left| \tilde{\eta}_{ij}(k) \hat{\alpha}_j(k-1) - \hat{\alpha}_i(k-1) \right|, \right. \]
\[ \left. \frac{1}{\eta_{ij}(k)} \hat{\alpha}_j(k-1) - \hat{\alpha}_i(k-1) \right|, \right. \]
\[ \left. \frac{1}{\tilde{\eta}_{ij}(k)} \hat{\alpha}_j(k-1) - \hat{\alpha}_i(k-1) \right| \left. \right\} \]  
(25)
Finally the update can be carried out by the pair of nodes $i$ and $j$ as follows:

$$\hat{\alpha}_i(k) = \hat{\alpha}_i(k - 1) + [1 - \rho_v] \mu(k) \Gamma_\alpha(k)$$
$$\hat{\alpha}_j(k) = \hat{\alpha}_j(k - 1) - [1 - \rho_v] \mu(k) \Gamma_\alpha(k)$$

(26)

where $\rho_v \in \left(1 - \frac{2 \alpha_{\min}}{\alpha_{\max} + \alpha_{\min}}, 1\right)$. Note that, with no lack of generality the parameters can be initialized as $\{\hat{\alpha}_i(0) = 1\}, \forall i = 1, ..., N$.

6.3 Compensation of the drift change on the offset

Let $t_{a,k}^-$ be the time at which the $i$-th node performs the actual $k$ update of the parameter $\hat{\alpha}_i$ on its local variable, which means:

$$\hat{\alpha}_i(t_{a,k}^-) = \hat{\alpha}_i(k - 1)$$
$$\hat{\alpha}_i(t_{a,k}^+) = \hat{\alpha}_i(k).$$

(27)

where $t_{a,k}^-$ and $t_{a,k}^+$ are the left-hand-limited and right-hand-limited of $t_{a,k}^\ast$, respectively. The offset must be updated as follows:

$$\hat{\alpha}_i(t_{a,k}^+) = \hat{\alpha}_i(t_{a,k}^-) - \Delta \hat{\alpha}_i(k) \tau_i(t_{a,k})$$

(28)

where $\Delta \hat{\alpha}_i(k)$ is defined as:

$$\Delta \hat{\alpha}_i(k) = \hat{\alpha}_i(k) - \hat{\alpha}_i(k - 1).$$

(29)

Note that, by substituting (27) and (28) in (2), the term (28) ensures $\bar{\tau}(t_{a,k}^+) = \bar{\tau}(t_{a,k}^-)$, thus preventing discontinuities of the soft clock due to the drift updates.

**Remark 2** A direct consequence of (28) is that for any interval between $t$ and $t'$ such that no offset compensation occur, the software clock can be simply updated as:

$$\hat{\tau}_i(t) = \hat{\tau}_i(t') + \int_{t'}^{t} \hat{\alpha}_i(t).$$

7 Offset Compensation Protocol

The offset compensation is based on a single packet sent from node $j$ and received by node $i$ at time $t_h$. When a packet is received, node $i$ stores the software clock $\hat{\tau}_i(t_h)$ at which the packet was received. The packet contains the tuple (id$_j$, $\hat{\tau}_j$), where $\hat{\tau}_j = \hat{\tau}(t_h - \delta_h)$ is the software clock time of node $j$ at the time the packet was sent and $\delta_h$ is the transmission delay. We assume $\delta_h$ to be bounded from above, that is $\delta_h \leq \delta_{\text{max}}$. Using only this information, the following offset compensation update is proposed:

$$\hat{\alpha}_i(t_{h}^+) = \hat{\alpha}_i(t_{h}^-) + [1 - \rho_o][\hat{\tau}_j(t_h - \delta_h) - \hat{\tau}_i(t_h)]$$

(30)

under the following realistic and reasonable assumption:

**Assumption 3:** The interval between the transmission of two consecutive offset compensation packets is upper bounded:

$$t_{h+1} - t_h \leq \Delta t_{\text{max}}.$$

**Remark 3** In this work for the sake of simplicity we have assumed packet delays to be bounded as $\delta \in [0, \delta_{\text{max}}]$. The RoATS protocol and the related analysis can be adapted to cope with alternative characterizations of the delay. For example in the case of a delay distribution bounded between any two positive values, it would be enough to modify the algorithm by subtracting the average value of the interval in all the related updates. As it will be proven later, the smaller the bound of the uncertainty of the delay, the higher the synchronization accuracy.

**Remark 4** By introducing further assumptions, such as slow variation of the channel latency, the RoATS could be complemented with an additional estimator of the delay’s bounds. This would allow to further improve the clock synchronization accuracy by tuning the multiplicative factor (13) according. Finally, we point out that stochastic modeling of the delay could be considered as well. For example, if a normal distribution is considered, a reasonable choice could be to set the maximum delay to 3 times the standard deviation as about 99.73% of the values lie within this interval. Nevertheless, a stochastic modeling of the delay would demand for a stochastic analysis of the protocol, which is beyond the scope of this paper.

8 Algorithm Convergence Analysis

In this section, we characterize the convergence properties of the proposed RoATS algorithm. First, in Section 8.1 we show that the nodes’ clock frequency converge to a bounded set in the presence of (random) bounded communication delays. Then, in Section 8.2 we show that the discrepancy between any pair of nodes’ software clock remains bounded over time.

For the sake of the analysis, the coordinates transformation $\tilde{\alpha}_i = \alpha_i \hat{\alpha}_i$ will be used in the sequel. Accordingly:
I) The direction of the \( \tilde{\alpha}(t_k) \) update becomes:

\[
\mu(k) = \frac{1}{2} \text{sign} \left[ \frac{1}{\alpha_i} \left( \frac{\alpha_i}{\alpha_j} \tilde{\eta}_{ij}(k) \tilde{\alpha}_j(k-1) - \tilde{\alpha}_i(k-1) \right) \right] + \frac{1}{2} \text{sign} \left[ \frac{1}{\alpha_i} \left( \frac{\alpha_i}{\alpha_j} \tilde{\eta}_{ij}(k) \tilde{\alpha}_j(k-1) - \tilde{\alpha}_i(k-1) \right) \right],
\]

II) The magnitude of the \( \tilde{\alpha}(t_k) \) update becomes:

\[
\Gamma_\alpha(k) = \min \left\{ \frac{1}{\alpha_i} \frac{\alpha_i}{\alpha_j} \tilde{\eta}_{ij}(k) \tilde{\alpha}_j(k-1) - \tilde{\alpha}_i(k-1), \frac{1}{\alpha_i} \frac{\alpha_i}{\alpha_j} \tilde{\eta}_{ij}(k) \tilde{\alpha}_j(k-1) - \tilde{\alpha}_i(k-1), \frac{1}{\alpha_j} \frac{\alpha_j}{\alpha_i} \tilde{\eta}_{ij}(k) \tilde{\alpha}_i(k-1) - \tilde{\alpha}_j(k-1), \frac{1}{\alpha_j} \frac{\alpha_j}{\alpha_i} \tilde{\eta}_{ij}(k) \tilde{\alpha}_i(k-1) - \tilde{\alpha}_j(k-1) \right\}.
\]

III) The update for the pair of nodes \((i, j)\) is:

\[
\tilde{\alpha}_i(k) = \tilde{\alpha}_i(k-1) + \left[ 1 - \rho_e \right] \mu(k) \alpha_i \Gamma_\alpha(k)
\]

\[
\tilde{\alpha}_j(k) = \tilde{\alpha}_j(k-1) - \left[ 1 - \rho_e \right] \mu(k) \alpha_j \Gamma_\alpha(k).
\]

**Remark 5** Note that, the nodes’ clock frequency \( \{\alpha_i\}, \forall i = 1, \ldots, N \) is unknown. Therefore, these equations cannot be implemented in practice and will be used only for the sake of the analysis.

### 8.1 Clock Frequency Convergence

The following lemma shows that the difference between the parameters \( \tilde{\alpha}_i \) and \( \tilde{\alpha}_j \) does not increase each time that nodes \( i \) and \( j \) perform an update.

**Lemma 1** Consider a pair of nodes \( i \) and \( j \) performing the \((k + 1)\)-th update. Define the difference \( \varepsilon_{ij}(k) = \tilde{\alpha}_i(k) - \tilde{\alpha}_j(k) \). If

\[
\rho_e \in \left( 1 - \frac{2 \alpha_{\text{min}}}{\alpha_{\text{min}} + \alpha_{\text{max}}}, 1 \right),
\]

the following holds:

i) The difference between the two updated parameters is not increasing, that is:

\[
|\varepsilon_{ij}(k + 1)| \leq |\varepsilon_{ij}(k)|,
\]

with \( |\varepsilon_{ij}(k + 1)| < |\varepsilon_{ij}(k)| \) if \( \mu(k + 1) \neq 0 \) and \( \varepsilon_{ij}(k + 1) \neq 0 \).

ii) The updated parameters belong to the convex combination of the previous ones, that is:

\[
\tilde{\alpha}_i(k + 1), \tilde{\alpha}_j(k + 1) \in \text{conv}(\tilde{\alpha}_i(k), \tilde{\alpha}_j(k)).
\]

**Proof:** The proof can be found in Appendix A.

Let us now state a sufficient condition to have an error-decreasing update.

**Lemma 2** A sufficient condition for a pair of nodes \( i \) and \( j \) performing the \((k + 1)\)-th synchronization step to have an update such that:

\[
|\varepsilon_{ij}(k + 1)| < |\varepsilon_{ij}(k)|,
\]

is:

\[
\tilde{\alpha}_i(k) \geq \frac{\Delta_{\text{max}}}{\Delta_{\text{min}}} \tilde{\alpha}_j(k) \quad \text{or} \quad \tilde{\alpha}_j(k) < \frac{\Delta_{\text{min}}}{\Delta_{\text{max}}} \tilde{\alpha}_i(k).
\]

**Proof:** The proof can be found in Appendix B.

The latter result provides a sufficient condition on the value of the ratio \( \tilde{\alpha}_i(k)/\tilde{\alpha}_j(k) \) ensuring that the error \( |\varepsilon_{ij}(k)| \) decreases, regardless of the particular realization of the delay. Note that, this condition is only sufficient and not necessary. In fact, as proved in Lemma 3, if \( \tilde{\alpha}_i(k) \neq \tilde{\alpha}_j(k) \), then there always exists a nonsingular set of delay realizations which makes \( |\varepsilon_{ij}(k)| \) decrease.

**Lemma 3** For any pair \((i, j)\) for which \( \tilde{\alpha}_i(t_k)/\tilde{\alpha}_j(t_k) > 1 + \epsilon \) with an arbitrary \( \epsilon > 0 \), there exists a scalar \( \delta > 0 \) such that for \( \forall \delta_1, \delta_2 \in [0, \delta] \), the delay realization:

\[
\Delta_{ij}(k) = \Delta_{\text{max}} - \delta_1 \quad \Delta_{ji}(k) = \Delta_{\text{min}} + \delta_2,
\]

ensures:

\[
|\varepsilon_{ij}(k + 1)| < |\varepsilon_{ij}(k)|.
\]

**Proof:** The proof can be found in Appendix C.

The following lemma characterizes the equilibria subspace for the ideal case of instantaneous transmission, i.e., no transmission delay occurs. Notably, this turns out to be instrumental for the characterization of the convergence properties of the RoATS protocol.

**Lemma 4** Consider a WSN running the RoATS algorithm and assume \( \Delta_{\text{min}} = \Delta_{\text{max}} = 1 \). Assume that there exists a finite integer \( \Delta k \) such that for each update \( k \) the graph \( G(k, \Delta k) = \{V, \{e_k, e_{k+1}, \ldots, e_{k+\Delta k}\}\} \) is connected, then \( \text{span}(1) \) is the equilibria subspace. Furthermore, for any initial condition \( \tilde{\alpha}(0) = [\tilde{\alpha}_1(0), \ldots, \tilde{\alpha}_N(0)]^T \), the unique equilibrium point is:

\[
\tilde{\alpha}^e = \kappa \mathbf{1}, \quad \kappa = \frac{\sum_{i=1}^N \tilde{\alpha}_i(0)}{\sum_{i=1}^N \frac{1}{\alpha_i}}
\]
with $\alpha = [\alpha_1, \ldots, \alpha_N]^T$ the local clock frequency of the nodes.

**Proof:** The proof can be found in Appendix D.

At this point, it is possible to prove that in the case of (random) bounded communication delays, the set where the nodes’ software clock frequency will eventually converge is bounded and can be characterized as follows:

**Theorem 2** Consider a WSN running the RoATS algorithm and assume that there exists a finite interval $\Delta k$ such that for any offset update $k$ the graph $G(k, \Delta k) = (V, \{e_k, e_{k+1}, \ldots, e_{k+\Delta k}\})$ is connected. If Assumptions 1, 2 and 3 hold true, then for each pair of nodes $i$ and $j$ the parameters $\hat{\alpha}_1, \ldots, \hat{\alpha}_N$ will eventually converge within a bounded set defined as:

$$
\left(\frac{\Delta_{\text{min}}}{\Delta_{\text{max}}}\right)^{p_{ij}} \leq \hat{\alpha}_i(k) \leq \left(\frac{\Delta_{\text{max}}}{\Delta_{\text{min}}}\right)^{p_{ij}}, \quad \forall i, j \in V,
$$

(37)

with $p_{ij} < N$ the shortest path in terms of number of hops between the two nodes $i$ and $j$ in $G$.

**Proof:** The proof can be found in Appendix E.

The following corollary shows that better convergence results can be achieved under opportune stochastic assumptions.

**Corollary 1** Consider a WSN running the RoATS algorithm and assume that there exists a finite interval $\Delta k$ such that for any $k$ the graph $G(k, \Delta k) = (V, \{e_k, e_{k+1}, \ldots, e_{k+\Delta k}\})$ is equal to $\mathcal{G}$. Assume that for any positive scalar $\delta > 0$ there exists a nonzero probability that the realization of the delay is (35) for some $\delta_1, \delta_2 \in [0, \delta]$, then the expected value of all $\hat{\alpha}_i(k), i = 1, \ldots, N$ eventually converge, that is:

$$
\lim_{k \to \infty} E[\hat{\alpha}(k)] = \tilde{\alpha}^\epsilon.
$$

(38)

**Proof:** Lemma 3 ensures that if at time $k$ the error $\epsilon_{ij}$ between two communicating nodes $i$ and $j$ is nonzero, then the probability that the two nodes will update is nonzero. By repeating the proof of Theorem 2 in view of this fact, the statement follows. $\square$

### 8.2 Software Clock Synchronization

The following theorem proves the robustness of the proposed RoATS algorithm against (random) bounded communication delays.

**Theorem 3** Consider a WSN running the RoATS algorithm and assume that there exists a finite interval $\Delta k$ such that for each update $k$ the graph $G(k, \Delta k) = (V, \{e_k, e_{k+1}, \ldots, e_{k+\Delta k}\})$ is connected. If Assumptions 1, 2 and 3 hold true, then the software clock difference $\hat{\tau}_j(t) - \hat{\tau}_i(t)$ is bounded for any $i, j \in V$ at any $t$. Moreover there exists a scalar $M_{i,j} > 0$ such that

$$
\lim_{t \to \infty} |\hat{\tau}_j(t) - \hat{\tau}_i(t)| < M_{i,j}, \quad \forall i, j \in V.
$$

(39)

**Proof:** The proof can be found in Appendix F.

**Remark 6** The proof given in Appendix F is constructive and it allows for an explicit computation of $M_{i,j}$ if further assumptions on the nature of the communication scheme is taken, e.g., pre-defined communication schedule. Please refer to Appendix F for further details.

### 9 Algorithm Validation

In this section, a validation of the RoATS clock synchronization algorithm is provided. In addition, a comparison against the standard ATS is described. First, the experimental testbed used for the validation is described in detail. Then, the results of the experimental validation are discussed. Finally, the results of the simulations algorithm are described.

![Fig. 1. Experimental testbed.](image-url)
TelosB motes have been programmed by using TinyOS, precision tag available for all the mote platform and considering that in particular, since the are several hardware platforms, such as the Crossbow’s with extended memory, USB programming capabilities and a sensor suite of light, temperature and humidity sensors. To address the clock synchronization problem the microprocessor, the clock and the radio play a fundamental role. In particular, the micro-controller is a TI-MSP430 featuring a Digitally Controlled Oscillator (DCO) running at 8MHz with a clock period $T_{DCO} = 0.125\mu s$ and 10kb of RAM. Furthermore, it also features an External Crystal Oscillator (ECO) running at 32768Hz, with clock period $T_{ECO} = 30.5\mu s$. Regarding the radio equipment, the TelosB features an IEEE 802.15.4/ZigBee compliant module equipped with a RF transceiver operating within the range [2.4000 – 2.4835] GHz, compatible with ISM band, which allows a data rate of 250 kbps. An important feature of the radio chip CC2420 is the MAC-layer timestamp capability. This allows each node to read the local clock at the beginning of the transmission or reception of the Start Frame Delimiter (SFD) of a message, i.e. the first bit. This mechanism strongly reduces the random delays introduced by the transmission and the readings of the synchronization messages. Indeed, this mechanism was used in [14] to support their major assumption, i.e., communication delays are negligible with respect to $T_{clk}$, i.e., the clock period. As the primary focus of our work is to deal with transmission delays, we decided to perform the timestamp without using this MAC layer time-stamping feature. In our implementation, $\tau$ is written on the packet by the micro-controller and then the message is passed to the radio to be sent. Indeed, this procedure, introduces random delays which are no longer negligible due to Carrier Sense Multiple Access (CSMA) policy implemented in the radio chip. We point out that, apart from providing a better scenario for the evaluation of the proposed RoATS algorithm, this choice was not cosmetic as there are several hardware platforms, such as the Crossbow’s MicaZ mote, for which this represents the only option available to perform a timestamp. Thus, this reflects a realistic operating condition in several application contexts. The same reasoning applies for the choice of $T_{clk}$. In particular, since the precision tag “T32kHz” is not available for all the mote platform and considering that the transmission delay is equal to 17 ms (see Section 9.3 and [31]), the precision tag “TMilli” was adopted for the experimental evaluation. This gives the clock period $T_{clk} = 1/1024s \approx 0.98ms$.

TelosB motes have been programmed by using TinyOS, an open source operating system specifically designed for WSN [32]. A possible description of the RoATS implementation for a pair of nodes performing an update is given in Algorithm 1 and 2, where for the sake of clarity the time-dependence and the mechanism required to ensure the feasibility of the update, i.e., availability of all the required data and of the triggered node, are omitted. In particular, Algorithm 1 describes the set of operations carried out by the node triggering the update, while Algorithm 2 describes the set of operations carried out by the neighboring node triggered for the update. Note that, the packets related to the update of the offset are piggybacked within the packets of the first round of communication for the update of the clock frequency. The reason of this choice is twofold: on the one hand this leads to a simpler implementation; on the other hand this allows a fair comparison with the ATS protocol.

Algorithm 1 Triggering Node Protocol Description

1: procedure ROATS-TRIGGERING-NODE
2: /* Node $i$ wakes up and selects a neighbor $j$ */
3: $ID_i \leftarrow \text{RANDOM}$(neighbors)
4: /* Node $j$ sends a packet $< ID_j, \hat{\alpha}_j, \hat{\tau}_j, \hat{\alpha}_{ij}>$ */
5: $\text{SENDPKG}(ID_i, < ID_j, \hat{\alpha}_j, \hat{\tau}_j, \hat{\alpha}_{ij}>)$
6: /* Node $j$ waits for a packet $< ID_i, \hat{\alpha}_i, \hat{\tau}_i, \hat{\alpha}_{ij}>$ */
7: $< ID_i, \hat{\alpha}_i, \hat{\tau}_i, \hat{\alpha}_{ij}> \leftarrow \text{RECVPKG}()$
8: /* Node $j$ applies the Offset Update */
9: $\hat{\alpha}_i = \hat{\alpha}_i + (1 - \rho_j)(\hat{\tau}_i - \hat{\tau}_j)$
10: /* Node $j$ computes Drift */
11: $\hat{\alpha}_{ij} = (\hat{\tau}_i - \hat{\tau}_j)/(\hat{\tau}_i - \hat{\tau}_j)$
12: /* Node $j$ sends a packet $< ID_j, \hat{\alpha}_j >$ */
13: $\text{SENDPKG}(ID_i, < ID_i, \hat{\alpha}_i, \hat{\alpha}_{ij}>)$
14: /* Node $j$ computes Drift Compensation */
15: $\hat{\alpha}_i = \hat{\alpha}_i + (1 - \rho_j)(\mu_{\Delta})$
16: /* Node $j$ compensates the Offset */
17: $\hat{\alpha}_{ij} = \hat{\alpha}_{ij} - \Delta \hat{\alpha}_i \hat{\tau}_{ij}$
18: end procedure

Algorithm 2 Triggered Node Protocol Description

1: procedure ROATS-TRIGGERED-NODE
2: /* Node $i$ is triggered by a neighbor $j$ */
3: $< ID_j, \hat{\alpha}_j, \hat{\tau}_j, \hat{\alpha}_{ij} > \leftarrow \text{RECVPKG}()$
4: /* Node $i$ applies the Offset Update */
5: $\hat{\alpha}_i = \hat{\alpha}_i + (1 - \rho_j)(\hat{\tau}_i - \hat{\tau}_j)$
6: /* Node $i$ computes Drift */
7: $\hat{\alpha}_{ij} = (\hat{\tau}_i - \hat{\tau}_j)/(\hat{\tau}_i - \hat{\tau}_j)$
8: /* Node $i$ sends a packet $< ID_i, \hat{\alpha}_i, \hat{\tau}_i, \hat{\alpha}_{ij} >$ */
9: $\text{SENDPKG}(ID_j, < ID_i, \hat{\alpha}_i, \hat{\tau}_i, \hat{\alpha}_{ij}>)$
10: /* Node $i$ waits for a packet $< ID_j, \hat{\alpha}_{ij} >$ */
11: $< ID_j, \hat{\alpha}_{ij}, \hat{\tau}_{ij} > \leftarrow \text{RECVPKG}()$
12: /* Node $i$ computes Drift Compensation */
13: $\hat{\alpha}_i = \hat{\alpha}_i + (1 - \rho_j)(\mu_{\Delta})$
14: /* Node $j$ compensates the Offset */
15: $\hat{\alpha}_{ij} = \hat{\alpha}_{ij} - \Delta \hat{\alpha}_i \hat{\tau}_{ij}$
16: end procedure
9.2 Experimental Results

Experiments were carried out to evaluate the effectiveness of the RoATS algorithm in a real-world scenario. For the experimental evaluation nodes were deployed in a region of approximately one square meter. The high spatial density of nodes was chosen to evaluate the effectiveness of the proposed algorithm in a saturated spectrum network. For each node $i$ the neighborhood was predefined in order to achieve a lattice topology. For the experimental validation, the following parameters setting was used: $\Delta_{\text{min}} = 10000 T_{\text{clk}}, \Delta_{\text{max}} = 10017 T_{\text{clk}}, \rho_v = 0.9$ and $\rho_c = 0.9$. Fig. 2 shows the trend of the delay between node $v_1$ taken as a reference and the rest of the network in the case a) the ATS algorithm is used and b) the proposed RoATS algorithm is used. It can be noticed that, the discrepancy of the software clocks has an anomalous behavior in the case of the ATS algorithm due to the presence of communication delays, while it remains bounded in the case of the proposed RoATS. Fig. 2-c) shows that after the convergence to the bounded region is achieved, the maximum clock discrepancy among each pair of nodes is bounded by $20 T_{\text{clk}}$. This corroborates the results of Theorem 3, where the difference of the software clocks between each pair of nodes was proven to remain bounded over time.

Fig. 2. Trend of the delay between nodes and node $v_1$ taken as reference is the case a) the ATS is used, and b) RoATS is used; c) zoom on the last 600 s in the case RoATS is used.

9.3 Simulation Results

Simulations were carried out in order to evaluate the scalability of the RoATS algorithm in a larger network setup. To this end, a wireless sensor network composed of 100 nodes deployed in a lattice topology with (random) bounded communication delays was considered. The same parameters setting as for the experimental evaluation was used. In addition, since the ECO runs at the frequency $f_{\text{clk}} = 32.768kHz \pm 20ppm$, the clock frequencies were chosen as $\alpha_i \in [0.999980, 1.000020] f_{\text{clk}}$, while the clock offsets were chosen as $\beta \in [0, 220] T_{\text{clk}}$. The communication delay was modeled as a uniform distribution $U(0, \delta_{\text{max}})$ where $\delta_{\text{max}} = 17ms$ was experimentally measured.

Fig. 3 shows the trend of the delay between node $v_1$ taken as a reference and the rest of the network in the case a) the ATS algorithm is used and b) the proposed RoATS algorithm is used. As for the experiments with 20 nodes, also in the simulation with 100 nodes the discrepancy of the software clocks diverges in the case of the ATS algorithm due to the presence of communication delays, while it remains bounded in the case of the proposed RoATS. Fig. 3-c) shows that after the convergence to the bounded region is achieved, the maximum clock discrepancy among each pair of nodes is bounded by $20 T_{\text{clk}}$. Indeed, this shows that the performance of the proposed RoATS algorithm scales well with the size of network. Clearly, this is a crucial point for the adoption of such a protocol in a real implementation.

Fig. 3 shows the trend of the delay between node $v_1$ taken as a reference and the rest of the network in the case a) the ATS is used and b) the proposed RoATS is used. The communication delay was modeled as a uniform distribution $U(0, \delta_{\text{max}})$ where $\delta_{\text{max}} = 17ms$ was experimentally measured.
between the software clocks' frequency and offset has been introduced. A theoretical analysis of the convergence and robustness properties of the proposed algorithm has been presented. Furthermore, simulations and experimental results have been presented which corroborate the theoretical analysis, evaluate the scalability of the proposed clock synchronization algorithm and show its effectiveness in a real-world scenario.

10 Conclusion

In this work the clock synchronization problem for wireless sensor networks under the assumption of (random) bounded communication delays has been addressed. A novel robust algorithm consisting of two asynchronous consensus-based protocols for the synchronization of the

Appendix
A Proof of Lemma 1

Consider the error dynamics:
\[ \varepsilon_{ij}(k+1) = \varepsilon_{ij}(k) + (1 - \rho_v)(\alpha_i + \alpha_j)\mu(k+1) \Gamma_\alpha(k+1), \]
to prove the lemma we must show that the direction of the update \((1 - \rho_v)(\alpha_i + \alpha_j)\mu(k+1) \Gamma_\alpha(k+1)\) is towards the negative gradient of the difference \(\varepsilon_{ij}(k)\) and the magnitude is less than two times its absolute value. Note that, according to the control algorithm described in Section 6, two different scenarios might arise: either \(\mu(k+1) = 0\) or \(\mu(k+1) \neq 0\).

The first case \(\mu(k+1) = 0\) is trivial as this implies \(\varepsilon_{ij}(k+1) = \varepsilon_{ij}(k)\). For the second case \(\mu(k+1) \neq 0\) consider the following equalities:
\[
\begin{align*}
\frac{-\varepsilon_{ij}(k)}{\alpha_i} &\in \text{conv} \left\{ \eta_{ij}(k+1)\alpha_j(k) - \alpha_i(k), \right. \\
\left. \tilde{\eta}_{ij}(k+1)\alpha_j(k) - \alpha_i(k) \right\}, \\
\frac{\varepsilon_{ij}(k)}{\alpha_i} &\in \text{conv} \left\{ \frac{1}{\eta_{ij}(k+1)}\alpha_i(k) - \alpha_j(k), \\
\frac{1}{\tilde{\eta}_{ij}(k+1)}\alpha_i(k) - \alpha_j(k) \right\}.
\end{align*}
\]

From (22) it follows \(^2\):
\[
-\frac{\varepsilon_{ij}(k)}{\alpha_i} \in \text{conv} \left\{ \eta_{ij}(k+1)\alpha_j(k) - \alpha_i(k), \\
\tilde{\eta}_{ij}(k+1)\alpha_j(k) - \alpha_i(k) \right\},
\]
\[
\frac{\varepsilon_{ij}(k)}{\alpha_i} \in \text{conv} \left\{ \frac{1}{\eta_{ij}(k+1)}\alpha_i(k) - \alpha_j(k), \\
\frac{1}{\tilde{\eta}_{ij}(k+1)}\alpha_i(k) - \alpha_j(k) \right\}.
\]

Therefore, according to (24), the update is forced to move towards the negative gradient of the distance, that is \(\mu(k+1) = -\text{sign}(\varepsilon_{ij}(k))\).

Note that, this property is not sufficient to ensure the reduction of the distance \(\varepsilon_{ij}(k)\) in absolute value, for instance the two estimates might even swap and get further away from each other. To this end, we need to ensure the following:
\[
(1 - \rho_v)(\alpha_i + \alpha_j)\Gamma_\alpha(k+1) \leq 2|\varepsilon_{ij}(k)|, \tag{A.3}
\]
where it should be noticed that the term \((1 - \rho_v)(\alpha_i + \alpha_j)\Gamma_\alpha(k+1)\) is positive by construction. If \(\mu(k+1) \neq 0\), from (25) and (A.2) it follows:
\[
\Gamma_\alpha(k+1) \leq \frac{|\varepsilon_{ij}(k)|}{\alpha_i} \quad \text{and} \quad \Gamma_\alpha(k+1) \leq \frac{|\varepsilon_{ij}(k)|}{\alpha_j}, \tag{A.4}
\]
which implies that the inequality (A.3) is satisfied if the following conditions hold true:
\[
(1 - \rho_v)\left(\frac{\alpha_i + \alpha_j}{2\alpha_i}\right) < 1 \quad \text{and} \quad (1 - \rho_v)\left(\frac{\alpha_i + \alpha_j}{2\alpha_j}\right) < 1. \tag{A.5}
\]
Since for \(\alpha_i, \alpha_j \in [\alpha_{\min}, \alpha_{\max}]\)
\[
\min_{\alpha_i, \alpha_j} \frac{2\alpha_i}{\alpha_i + \alpha_j} = \frac{2\alpha_{\min}}{\alpha_{\min} + \alpha_{\max}},
\]
condition (A.5) is verified if \(\rho_v \in \left(1 - \frac{2\alpha_{\min}}{\alpha_{\min} + \alpha_{\max}}, 1\right)\), which concludes the proof. \(\square\)

B Proof of Lemma 2

By resorting to Lemma 1 the proof simply requires to show that condition (34) implies \(\mu(k+1) \neq 0\).

As shown in (31), \(\mu(k+1) \neq 0\) if and only if:
\[
\begin{align*}
\text{sign} \left[ \frac{1}{\alpha_i} \left( \frac{\alpha_i}{\alpha_j} \eta_{ij}(k+1)\alpha_j(k) - \alpha_i(k) \right) \right] &= \text{sign} \left[ \frac{1}{\alpha_i} \left( \frac{\alpha_i}{\alpha_j} \tilde{\eta}_{ij}(k+1)\alpha_j(k) - \alpha_i(k) \right) \right],
\end{align*}
\]

This can be re-written as:
\[
\begin{align*}
\frac{\alpha_i}{\alpha_j} \eta_{ij}(k+1) > \frac{\tilde{\alpha}_j(k)}{\alpha_j} \quad \text{OR} \quad \frac{\alpha_i}{\alpha_j} \tilde{\eta}_{ij}(k+1) > \frac{\tilde{\alpha}_j(k)}{\alpha_j}.
\end{align*}
\]

At this point by substituting (23) in (B.2), the previous set of inequalities becomes:
\[
\begin{align*}
&\max \left\{ \frac{\Delta_{ij}(k+1)}{\Delta_{\max}}, \frac{\Delta_{\min}}{\Delta_{ij}(k+1)} \right\} > \frac{\tilde{\alpha}_i(k)}{\tilde{\alpha}_j(k)}, \\
&\min \left\{ \frac{\Delta_{ij}(k+1)}{\Delta_{\min}}, \frac{\Delta_{\max}}{\Delta_{ij}(k+1)} \right\} > \frac{\tilde{\alpha}_i(k)}{\tilde{\alpha}_j(k)}.
\end{align*}
\]

\(^2\) The use of the convex combination instead of an interval is required in (A.2) as it is not known a priori if \(\eta_{ij}(k+1)\alpha_j(k) - \alpha_i(k)\) is smaller than \(\tilde{\eta}_{ij}(k+1)\alpha_j(k) - \alpha_i(k)\) or vice versa.
Clearly (34) are sufficient conditions to satisfy (B.3). □

C Proof of Lemma 3

It is enough to prove that there exist a $\delta > 0$ such that the two sets of realization satisfy (B.3). Let us substitute (35) in (B.3). We obtain:

$$
\begin{align*}
\max \left\{ \frac{\Delta_{\text{max}} - \delta_1}{\Delta_{\text{max}}}, \frac{\Delta_{\text{min}}}{\Delta_{\text{min}} + \delta_2} \right\} &< 1 + \epsilon, \\
\min \left\{ \frac{\Delta_{\text{max}} - \delta_1}{\Delta_{\text{max}}}, \frac{\Delta_{\text{min}}}{\Delta_{\text{min}} + \delta_2} \right\} &< 1 + \epsilon.
\end{align*}
$$

Clearly for any $\epsilon > 0$ there exists a finite $\tilde{\delta} > 0$ satisfying the statement of the lemma. □

D Proof of Lemma 4

In order to prove the lemma, let us note that in the nominal case without transmission delays we have $\Delta_{\text{min}} = \Delta_{\text{max}} = 1$ and thus the following holds:

$$
\text{sign} \left[ \frac{1}{\alpha_i} (\tilde{\alpha}_j(k) - \tilde{\alpha}_i(k)) \right] = \text{sign} \left[ \frac{1}{\alpha_i} (\tilde{\alpha}_j(k) - \tilde{\alpha}_i(t_k)) \right].
$$

According to (31), this implies that the only case where a pair of nodes $i$ and $j$ does not update their values, i.e., $\mu(k + 1) = 0$, is when they are identical:

$$
\tilde{\alpha}_j(k) = \tilde{\alpha}_i(k). \quad (D.1)
$$

This implies that, if the graph is connected, the state of equilibrium $\tilde{\alpha}^e = [\tilde{\alpha}^e_1, \ldots, \tilde{\alpha}^e_N]^T$ must satisfy

$$
\tilde{\alpha}^e_1 = \tilde{\alpha}^e_2 = \ldots = \tilde{\alpha}^e_{N-1} = \tilde{\alpha}^e_N, \quad (D.2)
$$

which can be written as a linear system of $N - 1$ equations in $N$ unknowns. Since the update rule (26) is built to preserve the sum of the scalar parameters $(\tilde{\alpha}_i(k)), i = 1, \ldots, N$, then also the following equation will be satisfied at the equilibrium.

$$
\sum_{i=1} \tilde{\alpha}^e_i = \sum_{i=1} \tilde{\alpha}^e_i(0) \quad \text{for all } i. \quad (D.3)
$$

Clearly, equations (D.2)-(D.3) admits as a unique solution (36), thus proving the lemma. □

E Proof of Theorem 2

Consider the Lyapunov Function $V(k)$:

$$
V(k) = \left[ \hat{\alpha}(k) - \hat{\alpha}^e \right]^T P \left[ \hat{\alpha}(k) - \hat{\alpha}^e \right], \quad (E.1)
$$

where $\hat{\alpha}^e = \left[ \frac{\kappa}{\alpha_1}, \ldots, \frac{\kappa}{\alpha_N} \right]^T$ with $\kappa$ as in (36) and $P = \text{diag}(\alpha_1, \ldots, \alpha_N)$.

If a pair of nodes $i$ and $j$ performs the $k + 1$ update and if $\mu(k + 1) \neq 0$, the difference of the Lyapunov Function $\Delta V(k) = \dot{V}(k + 1) - V(k)$ can be computed as follows:

$$
\Delta V(k) = \left[ \hat{\alpha}(k + 1) - \hat{\alpha}^e \right]^T P \left[ \hat{\alpha}(k + 1) - \hat{\alpha}^e \right] - \left[ \hat{\alpha}(k) - \hat{\alpha}^e \right]^T P \left[ \hat{\alpha}(k) - \hat{\alpha}^e \right]. \quad (E.2)
$$

According to the update law (33), only the parameters $\tilde{\alpha}_i(k)$ and $\tilde{\alpha}_j(k)$ are modified. Thus, (E.2) can be simplified as follows:

$$
\begin{align*}
\Delta V(k) &= \alpha_i \left[ \hat{\alpha}_i(k + 1) - \frac{\kappa}{\alpha_i} \right]^2 - \alpha_i \left[ \tilde{\alpha}_i(k) - \frac{\kappa}{\alpha_i} \right]^2 \\
&\quad + \alpha_j \left[ \hat{\alpha}_j(k + 1) - \frac{\kappa}{\alpha_j} \right]^2 - \alpha_j \left[ \tilde{\alpha}_j(k) - \frac{\kappa}{\alpha_j} \right]^2.
\end{align*}
$$

By substituting the update (33) in (E.3), it follows that:

$$
\begin{align*}
\Delta V(k) &= \alpha_i \left[ \hat{\alpha}_i(k) + (1 - \rho_e) \left( \mu(k + 1) \Gamma_\alpha(k + 1) - \frac{\kappa}{\alpha_i} \right) \right]^2 \\
&\quad + \alpha_j \left[ \hat{\alpha}_j(k) + (1 - \rho_e) \left( \mu(k + 1) \Gamma_\alpha(k + 1) - \frac{\kappa}{\alpha_j} \right) \right]^2 \\
&\quad - \alpha_i \left[ \tilde{\alpha}_i(k) - \frac{\kappa}{\alpha_i} \right]^2 - \alpha_j \left[ \tilde{\alpha}_j(k) - \frac{\kappa}{\alpha_j} \right]^2.
\end{align*}
$$

This expression can be further simplified as follows:

$$
\begin{align*}
\Delta V(k) &= 2 \alpha_i \left( \hat{\alpha}_i(k) - \frac{\kappa}{\alpha_i} \right) \left( (1 - \rho_e) \mu(k + 1) \Gamma_\alpha(k + 1) \right) \\
&\quad - 2 \alpha_j \left( \hat{\alpha}_j(k) - \frac{\kappa}{\alpha_j} \right) \left( (1 - \rho_e) \mu(k + 1) \Gamma_\alpha(k + 1) \right) \\
&\quad + (\alpha_i + \alpha_j) \left( (1 - \rho_e) \Gamma_\alpha(k + 1) \right)^2. \quad (E.5)
\end{align*}
$$

that is:

$$
\Delta V(k) = 2 (1 - \rho) \mu(k + 1) \Gamma_\alpha(k + 1) \left[ \hat{\alpha}_i(k) - \hat{\alpha}_j(k) \right] + (\alpha_i + \alpha_j) \left( (1 - \rho_e) \Gamma_\alpha(k + 1) \right)^2. \quad (E.6)
$$

At this point, it should be noticed that if $\mu(k + 1) \neq 0$, combining (31) and (22) it follows that $\mu(k + 1) = -\text{sign}(\tilde{\alpha}_i(k) - \tilde{\alpha}_j(k))$. Therefore the previ-
ous equation can be written as:
\[
\Delta V(k) = -2(1-\rho)\Gamma_\alpha(k+1)|\tilde{\alpha}_i(k) - \tilde{\alpha}_j(k)| + (\alpha_i + \alpha_j)\left[1 - (1-\rho)\Gamma_\alpha(k+1)\right]^2
\] (E.7)

This implies that \(\Delta V(k) < 0\) if the following holds:
\[
(\alpha_i + \alpha_j)\left[1 - (1-\rho)\Gamma_\alpha(k+1)\right]^2 < 2(1-\rho)\Gamma_\alpha(k+1)|\tilde{\alpha}_i(k) - \tilde{\alpha}_j(k)|
\] (E.8)
or equivalently by recalling that \(\varepsilon_{ij}(k) = \tilde{\alpha}_i(k) - \tilde{\alpha}_j(k)\) and being \(\Gamma_\alpha > 0\) by definition the following holds:
\[
(\alpha_i + \alpha_j)(1 - \rho_v)\Gamma_\alpha(k+1) < 2|\varepsilon_{ij}(k)|
\] (E.9)

As we already pointed out in Lemma 1, from (25) and (A.2) it follows that:
\[
\Gamma_\alpha(k+1) \leq \frac{|\varepsilon_{ij}(t_k)|}{\alpha_i}\text{ and } \Gamma_\alpha(k+1) \leq \frac{|\varepsilon_{ij}(t_k)|}{\alpha_j}
\] (E.10)

By summing the two inequalities we have that:
\[
(\alpha_i + \alpha_j)\Gamma_\alpha(k+1) \leq 2|\varepsilon_{ij}(t_k)|
\] (E.11)

which directly implies (E.9) by noticing that \(\rho_v \in \left(1 - \frac{2\alpha_{\min}}{\alpha_{\max} + \alpha_{\max}}\right)\). Indeed, this proves that each time \(\mu(k+1) \neq 0\) the Lyapunov function decreases, that is \(\Delta V(k) < 0\).

At this point, by exploiting the result given in Lemma 2, we know that a sufficient condition for which \(\mu(k+1) \neq 0\) is (34). This implies that, as time goes to infinity, there exists an interval \(\Delta k\), such that for each \(k\) the graph \(\mathcal{G}(k, \Delta k)\) is equal to \(\mathcal{G}\), the following holds:
\[
\left(\frac{\Delta_{\min}}{\Delta_{\max}}\right) \leq \tilde{\alpha}_i(k) \leq \left(\frac{\Delta_{\max}}{\Delta_{\min}}\right), \quad \forall (i, j) \in E.
\] (E.12)

Therefore, for any pair \((i, j) \in V\) for which the shortest path is \(p_{ij} = \{e_{i s}, e_{s p}, \ldots, e_{h q}, e_{q j}\}\) the following inequalitites hold:
\[
\left(\frac{\Delta_{\min}}{\Delta_{\max}}\right) \leq \tilde{\alpha}_i(k) \leq \left(\frac{\Delta_{\max}}{\Delta_{\min}}\right)
\]
\[
\left(\frac{\Delta_{\min}}{\Delta_{\max}}\right) \leq \tilde{\alpha}_s(k) \leq \left(\frac{\Delta_{\max}}{\Delta_{\min}}\right)
\]
\[
\vdots
\]
\[
\left(\frac{\Delta_{\min}}{\Delta_{\max}}\right) \leq \tilde{\alpha}_h(k) \leq \left(\frac{\Delta_{\max}}{\Delta_{\min}}\right)
\]
\[
\left(\frac{\Delta_{\min}}{\Delta_{\max}}\right) \leq \tilde{\alpha}_q(k) \leq \left(\frac{\Delta_{\max}}{\Delta_{\min}}\right)
\]

Finally, by multiplying these inequalities we obtain (37), which concludes the proof.

\[\square\]

**F Proof of Theorem 3**

In order to prove the theorem, we will consider the update of the software clock at time instants \(t^*_h\), i.e., the time just before an update of the software clocks parameters is carried out by any given pair of nodes \(i\) and \(j\). For the sake of readability, the apex is omitted in the following, i.e., \(t^*_h = t_h\).

Consider the \(h\)-th synchronization of the offset for node \(i\) that has just received a packet from node \(j\). In view of Remark 2 and of (30), the software clock of the \(i\)-th node is:
\[
\tilde{\tau}_i(t_{h+1}) = \tilde{\tau}_i(t_h) + (1-\rho)[\tilde{\tau}_j(t_h) - \tilde{\tau}_i(t_h)] + \tilde{\alpha}_i\left[t_{h+1} - t_h\right] - (1-\rho)\tilde{\alpha}_j(t_h - \delta_k)d_k
\]
where the first and second terms together represents the synchronization update. The third term is the clock evolution due to the time and it is proportional to the average value \(\tilde{\alpha}_k^h\) of the clock drift between \(t_h\) and \(t_{h+1}\) defined as \(\tilde{\alpha}_k^h = \frac{1}{t_{h+1} - t_h}\int_{t_h}^{t_{h+1}}\tilde{\alpha}_k(\xi)d\xi\). The last term represents the effect of the transmission delay. For all the other nodes the software clock evolves according to the time evolution as:
\[
\tilde{\tau}_w(t_{h+1}) = \tilde{\tau}_w(t_h) + \tilde{\alpha}_w\left[t_{h+1} - t_h\right]
\]

The overall update can be written in matrix form as:
\[
\tilde{\tau}(t_{h+1}) = A(h)\tilde{\tau}(t_h) + \tilde{\alpha}^h\left[t_{h+1} - t_h\right] - u(h)
\] (F.1)

where:
- \(A(h) = [I + (1-\rho_h)W(t_h)]\), with \(W(t_h) = (e_i - e_j)^T(e_i - e_j)\) where \(e_i\) and \(e_j\) are the \(i\)-th and \(j\)-th column vectors of the canonical basis, respectively;
- \(\tilde{\alpha}^h = [\tilde{\alpha}_1^h, \ldots, \tilde{\alpha}_N^h]^T\);
- \(u(h) = [0, \ldots, (1-\rho)\tilde{\alpha}_h(t_h - \delta_h)d_{h1}, \ldots, 0]^T_{i-th}\).

By exploiting Lemma 1, it follows that if \(\alpha_i(0) = 1, i \in V\), then:
\[
\tilde{\alpha}_i^h \in [\alpha_{\min}, \alpha_{\max}], \forall i \in V, h \geq 0.
\] (F.2)

This combined with \(\delta_h \leq \delta_{\max}\) allows us to bound \(u\) as follows:
\[
\|u(h)\|_{\infty} \leq (1-\rho)\alpha_{\max}\delta_{\max} = u_{\max}.
\] (F.3)
At this point let us introduce the following change of coordinates:  

\[
\begin{bmatrix}
\hat{\tau}_1(t_h) \\
d(t_h)
\end{bmatrix} = Q \hat{\tau}(t_h),
\]  

where:  

\[
Q = [e_1, e_2 - e_1, \ldots, e_N - e_1]^T,
\]  

and where \(e_i = [0, \ldots, 1, \ldots, 0]^T\) is the \(i\)-th vector of the canonical basis. By construction \(Q^{-1} = Q\) Note that if  

\[
d(t_h) = [\hat{\tau}_1(t_h) - \hat{\tau}_1(t_h), \ldots, \hat{\tau}_N(t_h) - \hat{\tau}_1(t_h)]^T
\]  

is the vector of the differences of each software clock with respect to the software clock of the first node. Furthermore, as a consequence of this change of coordinates the following holds:  

\[
\hat{A}(h) = QA(h)Q = \begin{bmatrix} I & \ast \\ A(h) & 0 \end{bmatrix},
\]  

which allows us to write the dynamics of the differences \(d(t_h)\), independently of the value of \(\hat{\tau}_1(t_h)\), as:  

\[
d_{t+1} = \hat{A}(h)d(t_h) + [I - U]\begin{bmatrix} w(t_h) \\ u(t_h) \end{bmatrix},
\]  

where:  

\[
w(t_h) = (t_{h+1} - t_h)[\alpha_i^h - \alpha_1^h, \ldots, \alpha_N^h - \alpha_1^h]^T, 
\]

and \(U = [e_2 - e_1, \ldots, e_N - e_1]^T\).

Note that because of Assumption 3 we can also bound \(w\) as:  

\[
\|w(t_h)\|_\infty \leq (\alpha_{\max} - \alpha_{\min})\Delta t_{\max} \triangleq w_{\max}. 
\]  

At this point, we can focus on the generic difference \(\hat{\tau}_i - \hat{\tau}_1\) with \(i \in V \setminus \{1\}\), and consider the following system:  

\[
d(t_{h+1}) = \hat{A}(h)d(t_h) + [I - U]\begin{bmatrix} w(t_h) \\ u(t_h) \end{bmatrix},
\]

\[
y_i(t_{h+1}) = e_i^T d(t_{h+1})
\]

with \(y(t_{h+1}) = \hat{\tau}_i(t_{h+1}) - \hat{\tau}_1(t_{h+1})\). Since the unforced linear time-varying system \(d(t_h) = \hat{A}(h)d(t_h)\) is exponentially stable (as proven in [14, Theorem 6]), then according to [33] it is also BIBO stable. It follows that two positive scalars \(l_{i,u}\) and \(l_{i,w}\) exist such that:  

\[
\lim_{h \to \infty} |\hat{\tau}_i(t_h) - \hat{\tau}_1(t_h)| \leq l_{i,u}u_{\max} + l_{i,w}w_{\max},
\]

where \(l_{i,u}\) and \(l_{i,w}\) are the \(\ell_1\) norm of the system (F.10) with respect to the input \(u(t_h)\) and \(w(t_h)\).

Note that, the following holds for any time instant \(t \in (t_h, t_{h+1})\):  

\[
|\hat{\tau}_i(t) - \hat{\tau}_1(t) - (\alpha_{\max} - \alpha_{\min})\tau|,
\]

which concludes the proof. 

\[\square\]

**Remark 7** Please note that in general the \(\ell_1\) norms cannot be easily computed a priori as they depend on the particular realization of the communication sequence. Nevertheless, there are cases, e.g., in the case of a deterministic periodic schedule, for which this can be done. Moreover it should be noticed that the bounds derived above establish an interesting relationship between the algorithm performance and the hardware specifications: \(u_{\max}\) given in (F.3) is proportional to the maximal transmission delay \(\delta_{\max}\), while \(w_{\max}\) given in (F.9) is proportional to the maximum interval between two packet transmissions \(\Delta t_{\max}\). Finally, (F.8) shows that at each time step \(w(t_h)\) is proportional to the differences \(\alpha_i^h - \alpha_1^h\) which decreases over time.
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